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Language recognition

全世界至少有
7102种语言

近10个语系
母语使用人数
超过5千万的有
23种



语言识别技术

PPLM/PPRLM

GMM/ivector

DNN/RNN/PTN/x-vector

Generative model, knowledge enrichement…



困难与挑战

多场景，跨信道

短语音



PPLM/PPRLM



i-vector system



DNN system



Statistical pooling



Attentive statistics

Attentive Statistics Pooling for Deep Speaker Embedding, 2018.



Interactive transfer learning

INTERACTIVE LEARNING OF TEACHER-STUDENT MODEL FOR SHORT UTTERANCE SPOKEN LANGUAGE 
IDENTIFICATION, ICASSP 2019.



Attention pooling

UTTERANCE-LEVEL END-TO-END LANGUAGE IDENTIFICATION USING ATTENTION-BASED CNN-BLSTM, 
ICASSP 2019.



Adverserial training

ADVERSARIAL MULTI-TASK DEEP FEATURES AND UNSUPERVISED BACK-END ADAPTATION FOR LANGUAGE 
RECOGNITION, CUHK



Multi-time scale modeling

END-TO-END LANGUAGE RECOGNITION USING ATTENTION BASED HIERARCHICAL GATED RECURRENT UNIT 
MODELS, ICASSP 2019.



Unsuperivsed feature & semi-learned GAN

SEMI-SUPERVISED LEARNING WITH GENERATIVE ADVERSARIAL 
NETWORKS FOR ARABIC DIALECT IDENTIFICATION, ICASSP 2019.



Highlights

• High-level feature extraction by CNN

• Temporal feature extraction by LSTM

• Attentive statistical pooling

• Adverserial training to purify other factors


